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96. Formulation and estimation of dynamic models using panel data (with Cheng Hsiao) (1982). J. Economet.
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100. A new proof of admissibility of tests in the multivariate analysis of variance (with Akimichi Takemura)
(1982). J. Multivar. Anal. 12, 457–468.
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Inference in Elliptically Contoured and Related Distribution (K.T. Fang and T.W. Anderson, eds.), 217–223.
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Fang and T.W. Anderson, eds.), 137–146. Allerton Press, New York.]

114. Multivariate linear relations (1987). In Proceedings of the Second International Tampere Conference in
Statistics (T. Pukkila and S. Puntanen, eds.), 9–36. Tampere, Finland.

115. . Consistency of invariant tests for the multivariate analysis of variance (with Michael D. Perlman) (1987).
In Proceedings of the Second International Tampere Conference in Statistics (T. Pukkila and S. Puntanen,
eds.), 225–243. Tampere, Finland.

116. The asymptotic normal distribution of estimators in factor analysis under general conditions (with Yasuo
Amemiya) (1988). Ann. Statist. 16, 759–771.

117. Asymptotic distributions in factor analysis and linear structural relations (with Yasuo Amemiya) (1988). In
Proceedings of the International Conference on Advances in Multivariate Statistical Analysis (S. Das Gupta
and J.K. Ghosh, eds.), 1–22. Indian Statistical Institute, Calcutta.

118. Linear latent variable models and covariance structures (1989). J. Economet. 41, 91–119. [Correction (1990):
43, p.395.]

119. Evaluation of the expected value of a determinant (1989). Stat. Probab. Lett. 8, 25–26.

120. The asymptotic distribution of the likelihood ratio criterion for testing rank in multivariate components of
variance (1989). J. Multivar. Anal. 30, 72–79.

121. The asymptotic distribution of characteristic roots and vectors in multivariate components of variance (1989).
In Contributions to Probability and Statistics: Essays in Honor of Ingram Olkin (L.J. Gleser, M.D. Perlman,
S.J. Press, and A.R. Sampson, eds.), 177–196. Springer-Verlag, New York.

122. Second-order moments of a Markov chain and some applications (1989). In Probability, Statistics, and
Mathematics: Papers in Honor of Samuel Karlin (T.W. Anderson, K.B. Athreya, and D.L. Iglehart, eds.),
1–16. Academic Press, New York.

9



123. On the theory of multivariate elliptically contoured distributions and their applications (with Kai-Tai Fang)
(1990). In Statistical Inference in Elliptically Contoured and Related Distributions (K.T. Fang and T.W.
Anderson, eds.), 1–23. Allerton Press, New York.

124. Inference in multivariate elliptically contoured distributions based on maximum likelihood (with Kai-Tai
Fang) (1990). In Statistical Inference in Elliptically Contoured and Related Distributions (K.T. Fang and
T.W. Anderson, eds.), 201–216. Allerton Press, New York.

125. Asymptotic chi-square tests for a large class of factor analysis models (with Yasuo Amemiya) (1990). Ann.
Statist. 18, 1453–1463.

126. Percentage points for a test of rank in multivariate components of variance (with Yasuo Amemiya and Peter
A.W. Lewis) (1990). Biometrika 77, 637–641.

127. The theory of probability and mathematical statistical analysis (Gailu lun he shuli tongji fenxi) (1990). In
Lecture Notes on Econometrics (Jingji Jilianxue Jiangyi) (by L.R. Klein, T.W. Anderson, L.J. Lau, G.C.
Chow, C. Hsiao, A. Ando, and V. Su), 55–109. Hangkong Gongye Chubanshe, Beijing.

128. Trygve Haavelmo and simultaneous equation models (1991). Scand. J. Statist. 18, 1–19.

129. Testing dimensionality in the multivariate analysis of variance (with Yasuo Amemiya) (1991). Stat. Probab.
Lett. 12, 445–463.

130. The asymptotic distribution of autocorrelation coefficients (1992). In The Art of Statistical Science: A
Tribute to G.S. Watson (K.V. Mardia, ed.), 9–25. John Wiley & Sons, Chichester, Sussex.

131. Introduction to Hotelling (1931): The generalization of student’s ratio (1992). In Breakthroughs in Statistics,
Volume I. Foundations and Basic Theory (S. Kotz and N.L. Johnson, eds.), 45–53. Springer-Verlag, New
York.

132. Introduction to Hotelling (1936): Relations between two sets of variates (1992). In Breakthroughs in Statistics,
Volume II. Methodology and Distribution (S. Kotz and N.L. Johnson, eds.), 151–161. Springer-Verlag, New
York.

133. Theory and applications of elliptically contoured and related distributions (with Kai-Tai Fang) (1992). In
The Development of Statistics: Recent Contributions from China (X.R. Chen, K.T. Fang, and C.C. Yang,
eds.), 41–62. Longman Scientific and Technical, Harlow, Essex.

134. Asymptotic distributions of regression and autoregression coefficients with martingale difference disturbances
(with Naoto Kunitomo) (1992). J. Multivar. Anal. 40, 221–243.

135. Tests of overidentification and predeterminedness in simultaneous equation models (with Naoto Kunitomo)
(1992). J. Economet. 54, 49–78.

136. A note on maximum likelihood estimation in the first-order Gaussian moving average model (with R.P.
Mentz) (1993). Stat. Probab. Lett. 16, 205–211.

137. Evaluation of quadratic forms and traces for iterative estimation in first-order moving average models (with
R.P. Mentz) (1993). Comm. Stat. Theory Methods 22, 931–963.

138. Iterative procedures for exact maximum likelihood estimation in the first-order Gaussian moving average
model (with R.P. Mentz) (1993). In Statistics and Probability: A Raghu Raj Bahadur Festschift (J.K.
Ghosh, S.K. Mitra, K.R. Parthasarathy, and B.L.S.P. Rao, eds.), 19–35. Wiley Eastern Limited, New York.

139. Parameter consistency of invariant tests for MANOVA and related multivariate hypotheses (with Michael D.
Perlman) (1993). In Statistics and Probability: A Raghu Raj Bahadur Festschift (J.K. Ghosh, S.K. Mitra,
K.R. Parthasarathy, and B.L.S.P. Rao, eds.), 37–62. Wiley Eastern Limited, New York.

140. Goodness of fit tests for spectral distributions (1993). Ann. Statist. 21, 830–847.

141. Nonnormal multivariate distributions: Inference based on elliptically contoured distributions (1993). In
Multivariate Analysis: Future Directions (C.R. Rao, ed.), 1–25. North-Holland Publishing Co., Amsterdam.

142. The modified Cramér–von Mises goodness-of-fit criterion for time series (with Michael A. Stephens) (1993).
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3. Résumé: Errors and shocks in economic relationships (1949). Econometrica 17 Supplement, 23–25; also
Bull. Internat. Statist. Inst. 31, Part 5, 23–25.

4. The Department of Mathematical Statistics (1955). In A History of the Faculty of Political Science, Columbia
University, 250–255. Columbia University Press, New York.

5. Harold Hotelling’s research in statistics (1960). The American Statistician 14, 17–21.

6. Determining the appropriate sample size for confidence limits for a proportion (with Herman Burstein) (1970).
Technical Report 3, ONR Contract N00014-67-A-0112-0030, Department of Statistics, Stanford University.
statistics.stanford.edu/sites/default/files/AND ONR 03.pdf

7. Estimation of covariance matrices with linear structure and moving average processes of finite order (1971).
Technical Report 6, ONR Contract N00014-67-A-0112-0030, Department of Statistics, Stanford University.
statistics.stanford.edu/sites/default/files/AND ONR 06.pdf

8. Solutions Manual to Introductory Statistical Analysis (with Stanley L. Sclove) (1974). Houghton Mifflin Co.,
Boston.

9. Estimation by maximum likelihood in autoregressive moving average models in the time and frequency
domains (1975). Technical Report 20, ONR Contract N00014-75-C-0442, Department of Statistics, Stanford
University. statistics.stanford.edu/sites/default/files/AND ONR 20.pdf

10. Solutions Manual to An Introduction to the Statistical Analysis of Data (with Stanley L. Sclove) (1978).
Houghton Mifflin Co., Boston. Second edition (1986), The Scientific Press, Palo Alto.

11. Discussion of “On the construction of composite time series” by H. Akaike and “Analysis and modelling
of multiple time series” by G.C. Tiao and G.E.P. Box (1979). In Proceedings of the 42nd Session of the
International Statistical Institute 48, 461–462.

12. Methods and applications of time series analysis, I: Regression, smoothing, and differencing (with N.D.
Singpurwalla) (1980). Technical Report 42, ONR Contract N00014-75-C-0442, Department of Statistics,
Stanford University. statistics.stanford.edu/sites/default/files/AND ONR 42.pdf

13. Existence of maximum likelihood estimators in autoregressive and moving average models (with Raúl P
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